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Fast-Tracking Optical Coherent Receiver Tolerating
Transmitter Component Distortion
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Abstract—In this paper, we propose a receiver architecture
capable of compensating for a time-varying signal distortion in-
duced by the transmitter analog components. In the proposed ar-
chitecture, the novel transmitter distortion compensating (TDC)
block is implemented outside of the feedback control loop of the
adaptive equalizer to suppress the feedback delay by optimizing
the parameter used in the least mean square (LMS) algorithm.
The proposed TDC block is designed for compensating for the
DC offset, the IQ amplitude imbalance, the IQ orthogonality
error, and the IQ timing skew. Our simulation results show that
the proposed scheme significantly reduces the required signal-to-
noise ratio penalty from the theoretical limit, which is imposed
due to the transmitter components distortion. Furthermore,
our theoretical analysis confirms that the delay induced in the
feedback loop of the adaptive equalizer determines the upper
bound of the LMS step size under the stable condition, hence
allowing us to maximize the tracking speed of our receiver.

Index Terms—Adaptive equalization, analog distortion, fast-
tracking, least mean square, optical fiber communication, theo-
retical bound.

I. INTRODUCTION

AN optical fiber network acts as a lifeline platform, which
is essential for economic activities. The capacity demand

is further driven due to the expansions of inter/intra-data center
communications and the evolution of wireless back-haul net-
works with a variety of applications, such as on-demand video
streaming and cloud computing. Recent experiment reported
that high capacity per wavelength, exceeding 1 Tbps, was
achieved [1]–[7], where both the symbol rate and modulation
size significantly increased. For example, the symbol rate
increased from 32 Gbaud to more than 96 Gbaud [8]–[10].
This was achieved as the explicit benefits of the improved
analog-to-digital (AD)/digital-to-analog (DA) converters [11]–
[13], of with frequency-doubling techniques [2], [6], [14],
[15], and of the improved analog components, such as op-
tical modulators [16], [17], [10], drivers, photodiodes, and
transimpedance amplifier (TIA) [18]. The modulation size
was increased to more than 64-point quadrature amplitude
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modulation (QAM) constellations with the aid of capacity-
approaching probabilistic constellation shaping [19]–[21].

In high-rate optical fiber communication, the signal distor-
tion is induced by analog components at the transmitter and the
receiver. To be more specific, upon increasing the modulation
size, the detrimental effects of analog component distortions
increase since the higher symbol rate causes more severe ana-
log distortions. Several digital-domain equalization techniques
at the receiver have been developed to compensate for the
distortion imposed by the receiver-side components [22]–[24].

The transmitter-side analog components, such as the mod-
ulator, the driver, and electrical wiring on the printed circuit
board, also distort signal because of their limited bandwidth,
I/Q crosstalk, IQ skew, DC offsets, and nonlinearity. The
sophisticated digital pre-distortion methods are proposed and
transmitter-side distortions, including nonlinearity can be com-
pensated [25]–[28]. Typically, the distortion on the transmitter
side is estimated by the calibration process, and the optimum
coefficients are set in a digital pre-distortion block on the
transmitter side and post-compensation block on the receiver
side. However, this calibration process generally needs special
equipment or back-to-back configuration, which is challenging
to be performed during the operation condition over the fiber
channel. Thus, time-varying distortions caused by a variation
in physical conditions, such as operating temperature or com-
ponent aging, may not be tracked without relying on any
additional feedback channel. Also, the digital pre-distortion
method cannot compensate for DC offset because of the AC
coupling of analog devices at the transmitter. Thus, the receiver
has to tolerate residual transmitter-side distortion.

To this end, several receiver architectures were proposed
to compensate for the time-varying transmitter-side distortion
with the aid of receiver-side processing [29]–[31]. The com-
pensating for the transmitter-side distortion at the receiver has
advantages and disadvantages. More specifically, the digital
pre-distortion tends to increase the peak-to-average power
ratio in the DAC and to increase the quantization errors of
the transmitter [27]. Thus, the partial compensation at the
receiver benefits from suppressing the quantization noise of
the transmitting. However, the receiver-side compensation for
the transmitter nonlinearity and bandwidth limitation increases
the associated noise components [32]. The paper shows that
the receiver-side nonlinearity equalization using the Volterra
filter remains a considerable amount of the SNR penalty. To
reduce the effects, a more sophisticated technique, such as
equalization in the likelihood ratio domain, is required. Thus,
this paper assumes that most nonlinearity is compensated for
at the transmitter. This allows us only to consider a small
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amount of residual nonlinearity of a received signal.
Furthermore, in optical fiber transmission, a receiver has to

track the state of polarization (SOP) and the polarization mode
dispersion (PMD) even in a rapidly time-varying channel [33]–
[35]. In the extreme case, it was reported that significantly
fast SOP variation is caused by lightning strikes [36]–[38].
Typically, the receiver has to decompose the multiplexed polar-
ization signals while eliminating intersymbol interference (ISI)
caused by PMD and residual chromatic dispersion (CD), in an
adaptive manner. The adaptive algorithms, such as the least-
mean squares (LMS) algorithm and constant modulus algo-
rithm (CMA), are used for tracking the channel coefficients
and optimizing the parameters of an equalizer.

An upper limit of the step size of the LMS algorithm or
CMA under the operation of stable convergence depends on
the delay in the feedback control loop [39], [40], while a large
step size allows us to increase the tracking speed. This implies
that the delay in the LMS feedback control loop may be the
limiting factor of an adaptive equalizer. Thus, to compensate
for the signal distortion induced by the transmitter-side analog
components at the receiver, the delay in the LMS feedback
control loop has to be maintained sufficiently low.

Against the above-mentioned background, the novel contri-
butions of this paper are as follows.

• We propose a novel fast-tracking adaptive optical receiver
capable of compensating for a time-varying signal dis-
tortion induced by the transmitter analog components in
the operation condition for transmission over the fiber
channel. More specifically, we introduce a transmitter
distortion compensating (TDC) block, which is capable
of suppressing the feedback delay by optimizing the
parameters used in the LMS-based adaptive equalizer.
The proposed TDC block is capable of compensating
for the DC offset, the IQ amplitude imbalance, the
IQ orthogonality error, and the IQ timing skew. More
specifically, the replica signal used in the LMS-based
adaptive equalizer is modified, depending on the TDC
coefficients, which allows our TDC block to be outside
of the adaptive equalizer feedback loop, and hence is
capable of suppressing the feedback delay.

• Moreover, we propose a theoretical analysis framework,
which is used for optimizing the LMS step size in
the presence of the feedback loop delay of an adaptive
equalizer. Our simulation results show that our proposed
scheme achieves a high bit-error-ratio (BER) perfor-
mance close the theoretical bound while eliminating the
detrimental effects of signal distortion. Furthermore, it
is found that the proposed scheme’s penalty steeply
increases upon increasing the LMS step size beyond
the derived upper limit, which verifies our theoretical
framework.

The remainder of this paper is organized as follows. In
Section II, the system model of our optical-fiber transceiver is
presented. In Section III, the fast-tracking adaptive equalizer
architecture compensating for the transmitter distortion is pre-
sented. In Section IV, the theoretical upper limit of the LMS
step size of the adaptive equalizer is derived. In Section V,
we provide performance results on penalty evaluation of the

tracking speed of the proposed adaptive equalizer. Finally,
Section VI concludes this paper.

II. SYSTEM MODEL

Fig. 1 shows the system model for the optical-fiber
transceiver considered in this paper. We assume the two
orthogonal polarization dimensions of the single-mode optical
fiber, each employing 2M -sized QAM. In the IQ mapping
block of each polarization, M bits are modulated onto 2M -
QAM symbols to generate u(n) or v(n), where n is the symbol
index. Then, u(n) and v(n) are twice up-sampled with the
aid of a root raised cosine (RRC) shaping filter to generate
xT(n) and yT(n), respectively. Finally, the up-sampled signals
are fed into the nested Mach-Zehnder (MZ) modulator, which
consists of two inner Mach-Zehnder interferometers (MZIs)
and a single outer MZI. More specifically, modulated base-
band signal of the MZI xM is modeled by

xM = j
aO√
2

(
aIe

j π
2 Re{xT}−

√
1−a2I e

−j π
2 Re{xT}

)
−
√

1−a2O
2

(
aIe

j π
2 Im{xT}−

√
1−a2I e

−j π
2 Im{xT}

)
· ejθe ,

(1)

where the variables aI and aO are associated with the ex-
tinction ratios of the inner and outer MZIs, respectively. The
extinction ratios are derived as the ratio of the maximum
output power to the minimum power as [41]

REi =
(ai +

√
1− a2i )2

(ai −
√
1− a2i )2

(i ∈ {O, I}), (2)

Then, (2) is rewritten as

ai =
1√
2

√
REi + 1√
REi + 1

(i ∈ {O, I}), (3)

Furthermore, θe denotes the 90-degree phase errors of the
outer MZI, and Re{xT} and Im{xT} correspond to I- and Q-
components of the signal xT(n) output from the RRC shaping
block.

A low extinction ratio of the inner MZI REI causes the DC
offsets in the Re{xT} and Im{xT}. Also, a low extinction ra-
tio of the outer MZI REO induces imbalance between Re{xT}
and Im{xT}, which is also caused by the gain differences
of drivers amplifiers or passive path loss differences. The
90-degree phase errors originating from the control error of
the outer MZI DC biases cause signal cross-talk between
Re{xT} and Im{xT}. Additionally, there typically exists the
residual or dynamic skew between Re{xT} and Im{xT},
even after the transmitter-side digital pre-equalization.These
distortion factors cannot be perfectly compensated for only by
the transmitter-side optimization, and combating such limita-
tions are the targets of the proposed scheme. In this paper,
we exclude compensation of nonlinear distortions, which is
typically caused by the driver and the inner MZI, while the
MZI nonlinearity distortion is included in our simulation.

As mentioned above, we assume that most nonlinear dis-
tortion is compensated for with the digital pre-distortion of
the transmitter. Hence, the nonlinear distortion compensation



PREPRINT (ACCEPTED VERSION) FOR PUBLICATION IN JOURNAL OF LIGHTWAVE TECHNOLOGY (DOI: 10.1109/JLT.2022.3166754) 3

������

������

���

���

	
�
	��
��
���

������������
�����

�

�

������������
��������

�����

�������
������

 !"�

����

����

�

�

#$%��&'
(�����

 �����)�
*+
�����

���

���

,-�

,-�

�����

�����

�.�/

�.�/
����

-�������

�����

�����

�
�

.�/

�
�

.�/

�
�

.�/

�
�

.�/

Fig. 1. System model of our optical-fiber transceiver.

is not our target at the receiver. Hence, only the nonlinearity
induced by the inner MZI modulator, rather than the driver,
is considered. To be specific, the RMS of the signal input to
the inner MZI was set at 0.20 Vπ. The SNR after the inner
MZI was 34.5 dB, which is determined only by nonlinearity
distortion. These are the reasonable conditions for the scenario
where digital pre-distortion is used, and only the residual
nonlinearity is present.

Transmit signals in each polarization are contaminated
by laser phase noises (PNs), and the polarization scrambler
rotates the polarization state. Then, the signal experiences the
additive white Gaussian noises (AWGNs). Then, the AWGN-
contaminated signals are fed into the 90-degree hybrid block
to decompose I- and Q-phase orthogonal polarization signals.
Note that the I- and Q-phase orthogonal polarization symbols
at the receiver x(n) and y(n) are different from the I-
and Q-lanes of each polarization at the transmitter xT(n)
and yT(n) since the PNs rotate the carrier phases and the
polarization scrambler mixes the two polarization symbols.
The two complex-valued signals output from the 90-degree
hybrid block are fed into the 2 × 2 complex-valued adaptive
equalizer to de-multiplex two polarization symbols. The tap
coefficients of the equalizer are calculated for minimizing the
square error loss of the signal output from pilot-based feed-
forward (PFF) carrier phase recovery (CPR), as defined by
(11) and (12) in the next section, and the effects of the delay
are included in the feedback control loop. The proposed TDC
block is placed after the PFF-CPR block.

III. PROPOSED COMPENSATION FOR TRANSMITTER-SIDE
COMPONENT DISTORTION

In this section, we propose a novel receiver architecture
that is capable of tracking the rapidly time-varying channel
and compensating for the signal distortion induced by the
transmitter-side analog components. Our TDC block of Fig. 1
is designed for compensating for the DC offset, the amplitude
imbalance, the 90-degree phase error, and the skew between
I- and Q-lanes, as mentioned in Section II. The effects of
nonlinear distortions are not compensated for in our scheme
since it typically involves the noise enhancement issue. For
detail, refer to [32].

Fig. 2 shows the proposed receiver architecture designed for
single-mode optical fiber transmission.

A. FIR Block

In the 2×2 complex-valued finite impulse response (FIR)
block of Fig. 2, the polarization cross-talk is canceled out,
and the PMD distortion and ISI are compensated for to

recover polarization-demultiplexed signals. Let us introduce
two polarization-diversity input signals of

x(n) = [x(n− L), ..., x(n), ..., x(n+ L)]T ∈ C2L+1 (4)
y(n) = [y(n− L), ..., y(n), ..., y(n+ L)]T ∈ C2L+1. (5)

where n is the time index of symbols, and the filter length
is given by 2L + 1. Consider four complex-valued coeffi-
cient vectors of the 2 × 2 complex-valued FIR filters of
hxx(n) ∈ C2L+1, hxy(n) ∈ C2L+1, hyx(n) ∈ C2L+1, and
hyy(n) ∈ C2L+1. Then, we obtain the two de-multiplexed
output symbols as follows:

x̂(n) = x(n)T hxx(n) + y(n)T hxy(n) (6)
ŷ(n) = x(n)T hyx(n) + y(n)T hyy(n), (7)

which are fed back into the PFF-CPR block of Fig. 2.

B. PFF-CPR Block

In the PFF-CPR block, a carrier phase error is calculated
by averaging the received and transmitted pilot symbols. More
specifically, the estimated phase error of the x-polarization is
given by

ϕ(n) = arg

(
1

2NPA+1

NPA∑
k=−NPA

x̂(Ip(n, k))

fDx(u(Ip(n, k)))

)
, (8)

where fD(u) is the distortion function (DF) representing the
inverse of TDC, which is formulated in the later part of
this section using TDC coefficients. The DF contributes to
reproducing the transmitter distortion. Also, 2NPA + 1 is the
window size. Furthermore, Ip(n, k) denotes the symbol index
of the kth nearest pilot symbol to the symbol index n. When
k is a natural number, Ip(n, k) is larger than or equal to n.
Similarly, when k is a negative number, Ip(n, k) is smaller than
n. For example, suppose that the pilot symbol is inserted with a
unique interval NPI and that the time index of the pilot symbol
is given as NPI×k, then we have Ip(n, k) = n+kNPI. Hence,
(8) is the ratio of x̂(n) and fDx(u(n)), averaged over a certain
window size of 2NPA + 1. The notation u(Ip(n, k)) denotes
for the transmitted pilot symbol corresponding to the equalizer
output x̂(Ip(n, k)). Note that the estimated carrier phase error
ϕ(n) of (8) remains unchanged when the index n is between
the two closest pilot symbols. This implies that the estimated
carrier phase error ϕ(n) is updated every pilot interval. Similar
to (8), the carrier phase error of the y-polarization ψ(n) can be
estimated. A symbol sequence typically has a frame structure
where a synchronization sequence is inserted at the beginning
of each frame. With the differential detection algorithm, the
synchronization sequence is identified before the CPR block.
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Fig. 2. Configuration of the proposed receiver architecture with transmitter-side distortion compensation.

This enables frame synchronization and the pilot position
Ip(n, k) is identified.

Moreover, in the PFF-CPR block, the carrier phase rotation
between two pilot symbols is output for each polarization
symbol, according to the linear interpolation of two carrier
phase errors estimated at the two pilot symbol positions as
follows:

ûP(n) = x̂(n) exp [−jFI
(
n, ϕ(n), ϕ̃(n)

)
] (9)

v̂P(n) = ŷ(n) exp [−jFI
(
n, ψ(n), ψ̃(n)

)
], (10)

where FI
(
n, ϕ(n), ϕ̃(n)

)
denotes the carrier phase error at

symbol index n based on interpolation, and ϕ̃(n) and ψ̃(n)
denote the phase errors of the x- and y-polarizations, re-
spectively, which are estimated in the previous iteration.1 The
above-mentioned method does not depend on the modulation
format for pilot symbols. Then, the signal output from the
PFF-CPR block is sent to the TDC block of Fig. 2.

C. Adaptive Tap Control Block

In the adaptive tap control block of Fig. 2, the FIR coeffi-
cients of our adaptive equalizer are calculated by the decision-
directed LMS algorithm with the recovered data symbols when
fast-tracking is required. Let us introduce square error loss
functions of x- and y-polarizations, respectively, as follows:

Jx =
∑
n

|fDx(u(n))−ûP(n)|2 (11)

Jy =
∑
n

|fDy(v(n))−v̂P(n)|2 , (12)

where u(n) and v(n) denote the transmitted pilot symbols
and the generated replica of data symbols. Then, the FIR co-
efficients of hxx(n), hxy(n), hyx(n), and hyy(n) are updated

1Note that while in this paper, we employ a simple linear interpolation
function, it may be readily possible to rely on a higher-order one. For example,
we may employ FI

(
n, ϕ(n), ϕ̃(n)

)
= (1 − n′

NPI
)ϕ̃(n) + n′

NPI
ϕ(n), where

n′ = mod(n,NPI).

employing the steepest gradient descent method [42], [43] as
follows:

hxx(n+1) = hxx(n)+µ
{
fDx(u(n−ND))−ûP(n−ND)

}
× exp [jFI

(
n−ND, ϕ(n−ND), ϕ̃(n−ND)

)
]x∗(n−ND) (13)

hxy(n+1) = hxy(n)+µ
{
fDx(u(n−ND))−ûP(n−ND)

}
× exp [jFI

(
n−ND, ϕ(n−ND), ϕ̃(n−ND)

)
]y∗(n−ND) (14)

hyx(n+1) = hyx(n)+µ
{
fDy(v(n−ND))−v̂P(n−ND)

}
× exp [jFI

(
n−ND, ψ(n−ND), ψ̃(n−ND)

)
]x∗(n−ND) (15)

hyy(n+1) = hyy(n)+µ
{
fDy(v(n−ND))−v̂P(n−ND)

}
× exp [jFI

(
n−ND, ψ(n−ND), ψ̃(n−ND)

)
]y∗(n−ND) (16)

where µ and ND denote the step size of the LMS algorithm
and the number of delay taps in the feedback control loop,
respectively. Note that (13), (14) are derived from (11) while
(15), (16) are derived from (12).

D. TDC Filter Block

The TDC filter block consists of the 2× 2 real-valued FIR
filter and the DC offset adder. The 2×2 real-valued FIR filter
allows us to mitigate the IQ skew, the IQ amplitude imbalance,
the 90-degree error, and the cross-talk between I- and Q-lanes.

Let us introduce a complex-valued vector with length 2LT+
1 as

ûP(n) = [ûP(n−LT), ..., ûP(n), ..., ûP(n+LT)]
T ∈ C2LT+1

(17)

Then, the symbols output from the TDC filter are given by

ûT(n) = Re{ûP(n)
T }{wII + jwQI}

+ Im{ûP(n)
T }{wIQ + jwQQ}+ wI0 + jwQ0 (18)

where wII, wIQ, wQI, and wQQ are the coefficient vectors of
2 × 2 real-valued FIR filter having the length of 2LTA + 1,
while wI0 and wQ0 are the DC offset coefficients of I- and Q-
lanes. Also, (18) corresponds to the process of x-polarization,
and that of y-polarization is given by the symmetric copy of
(18), hence omitted in this paper.



PREPRINT (ACCEPTED VERSION) FOR PUBLICATION IN JOURNAL OF LIGHTWAVE TECHNOLOGY (DOI: 10.1109/JLT.2022.3166754) 5

The distortion function fD(u) is formulated as follows:

fD(u) = Re{u}(w̃QQ−jw̃QI)

+ Im{u}(−w̃IQ+jw̃II)− wI0 − jwQ0, (19)

where w̃II, w̃IQ, w̃QI, and w̃QQ denote the middle taps of 2×2
real-valued FIR filter of the TDC block, and amplitude scaling
is omitted. The distortion function is formulated as an inverse
function of the TDC filter, where only the center taps are
used. The signals output from the TDC block, i.e., ûT(n) and
v̂T(n), are input into the decision-directed feed-forward (DFF)
CPR block to compensate for the residual carrier phase errors.
The LMS algorithm is used for adapting the TDC coefficients
based on the output from the DFF-CPR block.

E. TDC DFF-CPR Block

In the TDC DFF-CPR block, symbol replicas of data
symbols ûR(n) are generated based on the hard decision of
ûT(n). Then, the residual carrier phase error at the index n is
estimated as

ϕD(n) = arg

(
1

2NDA+1

NDA∑
k=−NDA

ûT(n− k)
ûR(n− k)

)
, (20)

which is averaged over 2NDA +1 symbol intervals to exclude
the effects of the white noise, similar to (8). Then, the symbol
output from the TDC filters ûT(n) is compensated for by the
averaged carrier phase error ϕD(n). Finally, the symbols output
from the DFF-CPR block are used for optimizing the FIR
coefficients of the TDC block. The four FIR coefficient vectors
and the two DC offset coefficients are updated as follows:

wII ← wII + µRe
{
(u(n)−ûD(n))e−jϕD(n)

}
Re{ûP(n)} (21)

wIQ ← wIQ + µRe
{
(u(n)−ûD(n))e−jϕD(n)

}
Im{ûP(n)} (22)

wQI ← wQI + µIm
{
(u(n)−ûD(n))e−jϕD(n)

}
Re{ûP(n)} (23)

wQQ ← wQQ + µIm
{
(u(n)−ûD(n))e−jϕD(n)

}
Im{ûP(n)}(24)

wI0 ← wI0 + µRe
{
(u(n)−ûD(n))e−jϕD(n)

}
(25)

wQ0 ← wQ0 + µIm
{
(u(n)−ûD(n))e−jϕD(n)

}
(26)

Typically, the distortion condition of the transmitter-side
components changes over time at least a couple of orders
of magnitude slower than a symbol rate, and hence the
requirement to suppress the feedback loop delay in the LMS
algorithm for the FIR coefficients of the TDC block is lower
than that imposed on the adaptive channel equalizer.

To elaborate a little further, one of our main contributions
is on the feedback from the TDC block to the 2× 2 complex-
valued FIR equalizer and the PFF-CPR, which is characterized
by the distortion function fD(u) of (19). More specifically,
fD(u) reproduces the distortion of the transmitter components
for the pilot symbols or the replica of data symbols, and
modifies it from the ideal mapping position. This allows
us to dispense with the explicit distortion compensation at
the channel equalizer and the PFF-CPR blocks. Instead, the
distortion is compensated for at the TDC block.

A further note is that as shown in (19), the effects of
ISI caused by transmitter-side distortion are ignored, and the
distortion-reproduced symbol fD(u) is obtained without using

u(n-N)

-H(z) Z-N

Z-1

�

�

x(n)

()*

�, stepsize

Z-N

ND: delay

equalizer

Fig. 3. The LMS equalizer model with the feedback loop delay.

the information of adjacent symbols. This feedback specific
to our scheme significantly increases the resilience against the
transmitter-side component distortion, which is evaluated in
our numerical simulations of Section V.

IV. STABLE CONDITION OF LMS EQUALIZER IN THE
PRESENCE OF FEEDBACK DELAY

In this section, we derive the stability condition of the
LMS algorithm under the presence of the feedback loop delay.
Note that the LMS step size that satisfies the stable condition
decreases upon increasing the feedback loop delay. Fig. 3
shows the LMS equalizer model to consider the stability
condition of the FIR filter coefficients. The input signal to
the LMS equalizer x(n) is represented in a vector form as

x(n) = [x(n− L), ..., x(n), ..., x(n+ L)]T ∈ C2L+1, (27)

where n is the time index in a symbol interval, and the filter
length is given by 2L+1. 2 The input signal is convolved by the
FIR filter coefficients h(n) ∈ C2L+1 to output the equalized
symbol xT (n)h(n). Then, the equalized symbol is used for
updating the FIR filter coefficients with the aid of the LMS
algorithm after adding ND-tap delay, where ND represents the
total delay in the feedback control loop.

The carrier phase recovery (CPR) has two main delay
factors, i.e., the signal path imposed by averaging a sufficient
number of symbols to estimate a stable carrier phase and
the excess delay caused due to parallel-processing of multiple
symbols per internal clock period. These delay factors caused
by the CPR are taken into account in our scheme by the delay
tap ND.

In the LMS algorithm, the FIR-filter coefficients h(n) are
updated as follows:

h(n+ 1) = h(n) + µ
{
u(n−ND)

− xT (n−ND)h(n−ND)
}

x∗(n−ND) (28)
= h(n) + µ

{
u(n−ND)x∗(n−ND)

− x∗(n−ND)xT (n−ND)h(n−ND)
}
, (29)

2Here, we assume a discrete time frame of a symbol interval for simplicity.
However, our analysis is readily applicable to arbitrary over-sampling scenar-
ios, as mentioned later in this paper.
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where µ is the step size, while u(n) is the nth information
symbol that corresponds to the equalizer output xT (n)h(n).
In our decision-directed LMS algorithm, the recovered infor-
mation symbol û(n) is used as u(n) of (29).

Since the time-varying term x∗(n)xT (n) of (29) is hard to
exactly obtain, we approximate it by a covariance matrix of
Rx=En[x∗(n)xT (n)]. This approximation is reasonable when
the step size µ is significantly low, i.e. µ ≪ 1, where the
tap coefficient h(n) evolves slowly enough that the term
x∗(n)xT (n) can be approximated by its ensemble on n. Hence,
(29) is further modified to

h(n+1) = h(n) + µ
{
u(n−ND)x∗(n−ND)− Rxh(n−ND)

}
.

(30)

Let us introduce the z-transform of a correlation vector
u(n)x∗(n) and that of the FIR coefficient vector h(n), re-
spectively, as

C(z) =
∞∑

n=−∞
z−nu(n)x∗(n) (31)

H(z) =

∞∑
n=−∞

z−nh(n) (32)

With (31), (32), the z-transform of (30) is represented by

zH(z) = H(z) + µ{z−ND C(z)− z−ND RxH(z)}. (33)

Then, (33) is rewritten by

H(z) = [(1− z−1)I + z−ND−1µRx]
−1[µz−ND−1C(z)].(34)

Recalling that Rx is an Hermitian matrix, it is diagonalized
with the aid of eigenvalue decomposition as follows: Rx =
Q†ΛxQ, where Q is a unitary matrix, having the relationship
of Q†Q=QQ†=I, and Λx is a diagonal matrix composed of
eigenvalues. Furthermore, I is the identity matrix. By applying
this diagonalization to (34), we obtain

H(z) = [(1−z−1)I + z−ND−1µQ†ΛxQ]−1[µz−ND−1C(z)]
= [Q†{(1−z−1)I + z−ND−1µΛx}Q]−1[µz−ND−1C(z)]
= Q†[(1−z−1)I + z−ND−1µΛx]

−1Q[µz−ND−1C(z)].
(35)

Since the z-transform H(z) has to satisfy that all the poles
are inside a unit circle, we arrive at the stable condition for
feedback loop control of FIR coefficients h(n) as follows:

(1−z−1)+z−ND−1µλx(k) = 0 (k = 0, ..., 2L+ 1), (36)

where λx(k) denotes the kth diagonal component of Λx.
Finally, the condition that solution of (36) exists within a unit
circle is equivalently given by [44]

µ <
2

max
k

λx(k)
sin

π

2(2ND + 1)
. (37)

Here, the highest eigenvalue of the covariance matrix Rx and
the delay in the feedback control loop ND determine the upper
limit of the LMS step size µ for stable operation.

Note that the derivation of (37) may be generalized for
an arbitrary oversampling rate by modifying the input signal
vector x(n) to that supporting all input samples that are
convoluted by the FIR coefficient vector.

V. PERFORMANCE RESULTS

In this section, we provide our performance results to
evaluate the adaptive equalizer with the proposed TDC block
and investigate the effects of the delay induced in the feedback
control loop. In the simulations, we employed 64-QAM, i.e.,
M = 6 bits/symbol. The pilot symbol was mapped at one
of four points (±3/8,±3/8) in 64QAM constellation, which
has the lower average power as the data symbol, and the pilot
interval was set to NPI = 32.

Fig. 4 shows the Q-factor of the proposed and benchmark
schemes, which is calculated as a normal distribution variable
that gives a complementary cumulative probability equal to
the observed BER, where we have the relationship of BER=∫∞
Q

1√
2π

exp(−x2

2 ) dx. The step size of the decision-directed
LMS equalizer was set to µ = 10−3. The delay parameter was
set at ND = 256 symbols. The two green curves represent
the scheme that deactivates our TDC block while employing
the PFF-CPR in the presence of the PN. The two red curves
correspond to the proposed schemes activating the TDC and
PFF-CPR blocks. For the green and red dotted curves, the
nested MZ modulator is activated, while the transmitter dis-
tortion is set negligible, i.e. REI = 99 dB, REO = 99 dB, and
the 90-degree phase error of θe = 0 deg. For the green and red
solid curves, the transmitter distortion conditions of REI = 25
dB, REO = 30 dB, and θe = 5 deg were considered. We also
plotted the theoretical upper bound, the MMSE bound, and
the ideal LMS bound. In the ideal LMS bound, the effects
of the PN contamination were not considered, and the nested
MZ modulator was deactivated. Note that while the MMSE
equalizer exhibits theory-achieving performance in the static
condition, it is not suitable in a rapidly time-varying channel.

The proposed scheme is evaluated in terms of the required
SNR (RSNR) gap from the theoretical bound, where the RSNR
is defined by a minimum SNR to achieve the BER of 1.0 ×
10−2. In the rest of this paper, the gap from the theoretical
bound is referred to as the RSNR gap. Observe in Fig. 4 that
the theoretical and the MMSE bounds nearly coincided. The
RSNR gap of the LMS bound was less than 0.1 dB. When the
PNs and the nested MZ modulator were considered, the RSNR
gap increased to 0.9 dB. The laser PN linewidth was set at
200 kHz in the rest of this paper. This penalty includes the
effects of the nonlinear characteristic of a sinusoidal transfer
function in the inner MZI, despite the idealistic scenario of
REI = REO = 99 dB and θe = 0 deg., corresponding to the
negligible imperfection condition. When the TDC block was
activated in the proposed scheme with the optimum parameter
NPA = 7, the RSNR gap was reduced to 0.6 dB, which is
achieved as the explicit benefits of the DFF-CPR in our TDC
block.

When the transmitter distortion was loaded with REI =
25 dB, REO = 30 dB, and θe = 5 deg. in the benchmark
scheme, the RSNR was not attained since the BER was higher



PREPRINT (ACCEPTED VERSION) FOR PUBLICATION IN JOURNAL OF LIGHTWAVE TECHNOLOGY (DOI: 10.1109/JLT.2022.3166754) 7

�

�

�

�

�

�

�

�

	


		

	�

	�

	� 	� 	� �
 �	 �� �� �� �� ��

�

�

�

�

�

�

�

�

�

	




�

�

��
�����

������

���	


���	
���	
�������������	
�
�


���	
�������	���	������	
�
�


��	
������	���	�������	
�
�


��	
������	���	�������	
�
�


��	
������	���	�������	
�
�

������

���	


��


����


�

��

�

�

�����

�����

�

θ
�

� �����



����


�

��

�

�

�����

�����

�

θ
�

� �����



����


�

��

�

�

�����

�����

�

θ
�

� ����



����


�

��

�

�

�����

�����

�

θ
�

� ����



��
 ��������� ��
�	


��

Fig. 4. Q-factor calculated from the BERs of the proposed scheme.

than 10−2. By contrast, in the proposed scheme activating
the TDC block with the distortion function, the BER was
sufficiently low, and the RSNR gap was as low as 0.9 dB,
even in the presence of the high transmitter distortion.

Fig. 5 investigates the effects of window size in the PFF-
CPR NPA on the RSNR gap of the proposed and benchmark
schemes, where the nested MZ modulator was deactivated
for simplicity, i.e., any transmitter-side impairments are not
considered. We considered the four scenarios, i.e., 1) the
deactivated TDC block without PN, 2) the deactivated TDC
block with PN, 3) the activated TDC block without PN, and 4)
the activated TDC block with PN. When the effects of PN were
ignored in the scheme with and without our TDC block (i.e.,
the yellow and the blue curves), the RSNR gap monotonically
decreased upon increasing NPA and converged to the RSNR
gap of 0 dB. This is because the PFF-CPR suffers from the
estimated carrier phase error induced due to the AWGN when
NPA is small. For a high NPA, such as NPA > 5, the estimated
PN error was maintained to be sufficiently low for the ideal
scenario of no PN. By contrast, when the effects of the PN
were included in the benchmark scheme without our TDC
block (corresponding to the green curve), the PFF-CPR, having
significantly high NPA, did not track the PN variation, where
the optimum NPA was NPA = 9, and the associated RSNR gap
was as high as 0.76 dB. Furthermore, in the proposed scheme,
including our TDC block (corresponding to the red curve),
sufficiently suppressed the PN, where the RSNR gap was as
low as 0.36 dB for the optimal window size of NPA = 7.

Fig. 6 shows the effects of the 90-degree phase error on the
RSNR penalty, where the imperfection of the inner MZI was
given by REI = 99 dB, 30 dB, and 25 dB. For comparisons,
we considered the three schemes, such as the proposed scheme
with the TDC block and the DF, the proposed scheme with the
TDC block without the DF, and the benchmark without either
our TDC block or DF. The inset of Fig. 6 shows the Q-factor
of the three schemes with REI = 25 dB and the 90-degree
phase error of 0 deg.
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Fig. 5. The effects of window size 2NPA +1 of the proposed scheme on the
RSNR gap, where the four scenarios were considered, i.e., those with/without
our TDC block in the presence/absence of the PN.

When REI and the 90-degree phase error were set at 99 dB
and 0 deg., corresponding to no imperfection case, the RSNR
gap was as low as 0.45 dB when the TDC block and the
DF were deactivated. In the proposed scheme with the TDC
block and the DF, the RSNR gap remains similarly low as
0.30 dB. In the benchmark without either our TDC block or
DF, when the REI was set at 30 dB, the RSNR gap increased
to more than 7 dB. When REI was further decreased to 25 dB,
the BER floor was higher than 1.0 × 10−2, as shown in the
inset, and hence the associated RSNR cannot be calculated
in our definition. By contrast, the RSNR gap of the scheme
with the TDC blocks and the DF decreased to 0.35 dB and
0.45 dB, when the REI was set at 30 and 25 dB, respectively.
When the 90-degree phase error was increased up to 5 deg., the
RSNR gap increase was below 0.05 dB, which was common
for REI = 99, 30, and 25 dB. Furthermore, by activating the
DF in the proposed scheme with our TDC block, the RSNR
gap decreased by more than 1.0 dB for REI = 30 dB. For
REI = 25 dB, the DF has the benefits of reducing the BER
floor and improving the Q factor from 5.2 dB to 10.6 dB at the
SNR of 24 dB, as shown in the inset of Fig. 6. This indicates
that the gain achievable by the DF is significantly high.

We evaluated the achievable performance of the conven-
tional scheme where the TDC FIR is inside the feedback con-
trol loop of the adaptive equalizer, and the tap coefficients are
controlled by using ûT(n). The RSNR gap of the conventional
scheme for REI = 30 dB and 25 dB were 0.32 dB and 0.43 dB,
respectively. The difference in the RSNR gap was as low as
0.02–0.03 dB.

Fig. 7 shows the RSNR gap from the theoretical bound for
two cases, with and without the proposed scheme, where the
IQ skew at the transmitter was varied. When the IQ skew was
set at 0.08 per symbol, the RSNR gap penalty decreased from
2.7 dB to 0.5 dB. The proposed scheme improves tolerance
to IQ skew significantly. The RSNR penalty increase of 0.3
dB was observed with the TDC case at the IQ skew of 0.1
per symbol, which corresponds to 1 ps for the symbol rate
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Fig. 6. RSNR gap of the proposed scheme, where imperfection of the
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1.0 × 10−2 for the benchmark scenario without TDC and that without DF,
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of 100 GBaud. Since we assume that most of the transmitter
IQ skew is compensated in the digital pre-distortion, a 10%
range of symbol period is sufficient to tolerate the residual IQ
skew caused by the variation in time and calibration error of
the digital pre-distortion scheme.

Fig. 8 shows the proposed scheme’s RSNR gap from the
theoretical bound for BER of 10−2, where we varied the speed
of polarization scrambling normalized by the symbol rate from
2π × 10−8 to 4π × 10−5 rad/symbol. For example, when the
normalized speed of polarization was set at π × 10−5, the

�

���

���

���

���

�

���

���

���

���

���	�� ���	�
 ���	�� ���	�� ���	�� ���	��

�
�
�
�
��
�
�
��
	

�
��


�


	�
��
�
�
�


����������������������������������������� ���!�"����#

�����������	


���
�������

������������


���
�������

������������


���
�������

������������


���
�������

������������


���
�������

������������


���
�������

���� � ��
Ȃ�

���� � ��
Ȃ�

���� � ��
Ȃ�

���� � ��
Ȃ�

���� � ��
Ȃ�

���� � ��
Ȃ�

Fig. 8. The effects of the speed of polarization scramble on the RSNR gap
for the different LMS step sizes.

state of signal polarization is rotated such that the x- and y-
polarizations are gradually rotated and completely exchanged
after 105 symbols, which corresponds to the rotation in the
S1–S2 plane of Pointcare sphere [45]. Here, we considered
the effects of the PN while ignoring those of the nested MZ
modulator and transmitter imperfection. Also, both of the PFF-
CPR and the TDC blocks were activated, while setting NPA =
7. The feedback delay in the adaptive equalizer was set to
eight pilot-symbol intervals, which corresponded to the total
delay of ND =8×32 symbol intervals. Observe in Fig. 8 that in
each step size, the RSNR gap significantly increased when the
normalized speed of the polarization scramble was higher than
a specific threshold. Assuming that the RSNR penalty increase
of 0.5 dB due to the polarization scramble is acceptable, the
maximum tracking speed is given by a crossing point with the
RSNR gap of 0.9 dB, as shown by the broken line in Fig. 8.
For µ = 10−4, the maximum tracking speed was as low as
2.0 × 10−6 rad/symbol. When the step size was increased to
µ = 10−3 and 10−2, the maximum tracking speed were more
than 1.5×10−6 and 1.8×10−5, respectively. However, for the
step size as high as µ = 10−2, the RSNR gap increased by
0.3 dB from the case of µ = 10−3. Hence, there is a tradeoff
between the maximum tracking speed and the RSNR gap. Note
that the step size of 10−3 was employed in our evaluations
except for Figs. 8, 9, and 10, since the step size of 10−3

is the optimum value to track the scramble speed of 10−5

rad/symbol, maintaining the RSNR penalty sufficiently low in
the stable condition.

Fig 9 shows the maximum tracking speed as a function
ND, when the RSNR gap increase of 0.5 dB is accepted.
Upon increasing ND, the maximum tracking speed decreased.
Additional blocks in the feedback control loop tend to increase
the feedback latency. Assuming the symbol rate of 100 GBaud,
the operating clock frequency of the CMOS digital logic
circuit is less than 1GHz, and the parallel expansion width is
more than 100 symbols. Thus, for example, when the feedback
control loop delay increases from 5 to 10 in the operating clock
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Fig. 9. The normalized maximum tracking speed for different feedback loop
delay ND.

cycle, then ND increases from 500 symbols to 1000 symbols,
which degrades the maximum tracking speed from 6 × 10−6

to 4.5 × 10−6 rad/symbol based on Fig. 9. This corresponds
to the decrease in the maximum tracking speed from 6 to
4.5 Mrad/second in the case of the 100 GBaud symbol
rate. Consequently, our proposed architecture excluding the
TDC block from the feedback control loop benefits from
maintaining a fast-tracking feature of the adaptive equalizer.

Fig. 10 shows the contour plot of the RSNR gap, where
the delay in the feedback control loop and the step size µ
were varied. According to (37), the maximum step size that
maintains the stable condition is determined by the delay in the
feedback control loop,3 while it is also the essential limiting
factor of the maximum tracking speed. The vertical axis of
Fig. 10 represents the product of the step size µ and the
maximum eigenvalue λmax of the covariance matrix Rx of
the input signal vector x(n) as defined in Section IV. The red
curve indicates the theoretical upper bound of (37). As shown
in Fig. 10, the RSNR gap steeply increased when µλmax

became higher than the theoretical upper bound. Thus, it was
confirmed that the theoretical bound is beneficial for striking
the relationship between the delay and the step size.

VI. CONCLUSION

We proposed the optical coherent receiver architecture capa-
ble of fast-tracking the signals in a rapidly time-varying fiber
channel while compensating for the residual signal distortion
induced by the transmitter analog components. The TDC
block in the proposed architecture has the explicit benefits by
modifying the replica symbols used in the LMS tap optimizer
while dispensing the increase in the feedback loop delay of
the adaptive channel equalizer. Our simulation results show

3The maximum step size also depends on the maximum eigenvalue of the
covariance matrix of the input signal. In Fig. 10, only the step size µ and
the feedback loop delay ND were varied and it was found that µ and ND

unaffected the input signal of the 2× 2 complex-valued FIR. Hence, in this
paper, the eigenvalues of the covariance matrix of the input signal are assumed
to be fixed.
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Fig. 10. Relationship between µλmax and the delay in the feedback loop.

that the proposed scheme significantly reduces the RSNR
gap from the theoretical bound. The RSNR gap caused by
the low extinction ratio of the inner MZI was reduced by
more than 6.5 dB, exhibiting the RSNR gap of as low as
0.4 dB. Furthermore, our theoretical analysis allows us to
strike the balance of the feedback loop delay in the adaptive
equalizer and the stable LMS step size, hence maximizing the
tracking speed. Importantly, our theoretical analysis confirms
the explicit advantage of implementing our TDC block outside
of the feedback control loop for the sake of suppressing the
feedback delay.
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