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Abstract—In this paper, we propose novel reduced-complexity fast Fourier transform (FFT)-spread faster-than-Nyquist (FTN) signaling with optimal power allocation for a frequency-selective fading channel. The information rate of the proposed FTN signaling is approximately derived by relying on the circulating approximation of the FTN-specific intersymbol interference matrix and noise covariance matrix. This allows us to constitute efficient calculations of precoding and weighting matrices. The power allocation coefficients are optimized such that the approximated information rate is maximized. Our simulation results demonstrate that the proposed scheme achieves the bit error ratio performance close to the conventional eigenvalue-decomposition (EVD)-precoded FTN signaling counterpart that is optimal in terms of an achievable information rate while significantly reducing the computational complexity as low as the order of \(O(N \log N)\).

I. INTRODUCTION

Conventional wireless communication systems are designed based on the Nyquist criterion, which defines a minimum symbol interval by \(T_0 = 1/(2W)\), where \(2W\) represents the bandwidth of an ideal rectangular shaping filter, and the associated maximum symbol rate is \(1/T_0\). The excess bandwidth of \(2W(1 + \beta)\) is induced when employing a realistic root raised cosine (RRC) shaping filter having a roll-off factor \(\beta > 0\). Hence, the achievable spectral efficiency of Nyquist signaling based on an RRC shaping filter becomes \((1 + \beta)\)-times lower than that of an idealistic rectangular shaping filter \((\beta = 0)\). To overcome this limitation, the concept of faster-than-Nyquist (FTN) signaling has been explored for more than 50 years [1–3]. In FTN signaling, a symbol interval is set lower than that of Nyquist signaling, i.e., \(T = \tau T_0\), where \(\tau (0 < \tau \leq 1)\) represents a symbol packing ratio, hence achieving a higher symbol rate than the Nyquist signaling counterpart, which is, naturally, achieved at the cost of the detrimental intersymbol interference (ISI) effects.

To efficiently demodulate ISI-contaminated FTN symbols, several time-domain (TD) receivers have been developed [4–7]. In [4], the TD trellis-based iterative decoding algorithm was first developed. In [5], the TD equalizer based on the Bahl, Cocke, Jelinek, and Raviv (BCJR) algorithm was presented. Also, Prlja et al. in [6] conceived the reduced-state \(M\)-algorithm-based BCJR \((M\text{-BCJR})\) algorithm to further reduce the decoding complexity. Moreover, in [7], the modified \(M\text{-BCJR}\) algorithm was proposed for the sake of striking a flexible balance between the detection performance and complexity. However, the computational complexity of TD trellis-based detectors significantly increases upon increasing the effective tap length and the constellation size, which becomes prohibitively high, especially in a realistic frequency-selective fading channel.

By contrast, low-complexity frequency-domain (FD) FTN receivers have been developed [8–10]. In [8], the single-carrier FD equalization (FDE) algorithm with the aid of cyclic prefix (CP) was first applied to FTN signaling, where the FD weights were derived based on the minimum-mean-square-error (MMSE) criterion. Owing to the efficient fast Fourier transform (FFT)-based implementation, practical low-complexity detection was achieved even in a highly dispersive frequency-selective fading channel. Moreover, in [9], the hard-decision MMSE-FDE algorithm in [8] was extended to its soft-decision (SoD) counterpart to support iterative detection. In [10], the low-complexity FDE algorithm, capable of joint channel estimation and data detection, was presented for FTN signaling in a frequency-selective fading channel.

Precoded FTN signaling relying on the matrix factorization was proposed [11–14]. In [11], the capacity of FTN signaling was derived based on the eigenvalue decomposition (EVD) of an FTN-induced ISI matrix, showing that the capacity of EVD-precoded FTN signaling without power allocation is identical to that of unprecoded FTN signaling in [15]. Furthermore, optimal power allocation was introduced to EVD-precoded FTN signaling [12, 16], which achieves a higher capacity than unprecoded FTN signaling and classic Nyquist signaling when employing the RRC shaping filter having \(\beta > 0\) for each scheme [3, 14, 16]. Also, the capacity of EVD-precoded FTN signaling with optimal power allocation is maximized when \(\tau = 1/(1 + \beta)\), which achieves the spectral efficiency equal to that of Nyquist signaling employing an idealistic rectangular shaping filter \((\beta = 0)\) [3, 14, 16]. Note that optimal power allocation of EVD-precoded FTN signaling [12] is implementable without elaborate symbol truncation only for \(1/(1 + \beta) \leq \tau \leq 1\).
1 [3, 14, 16]. Furthermore, in [14], EVD-precoded FTN signaling with optimal power allocation designed for an AWGN channel [12] was extended to that supporting a frequency-selective fading channel, and the associated information rate was derived. However, the computational complexity of the EVD-precoded FTN signaling scheme [14] is as prohibitively high as $O(N^3)$ per block transmission.

The novel contribution of this paper is that we propose novel reduced-complexity FFT-spread FTN signaling with optimal power allocation for a frequency-selective fading channel. Owing to the low-complexity FTF-based implementation, the computational complexity order of the proposed FTN transmitter is now as low as $O(N \log_2 N)$ per block. More specifically, the ISI matrix and the correlated noise covariance matrix, which are specific to received FTN signals, are approximated by circulant matrices. This allows us to decompose the received FTN signal into $N$ independent parallel substreams with the aid of FFT-based factorization, hence enabling simplified symbol-by-symbol demodulation. In our simulations, it is demonstrated that the proposed scheme achieves the BER performance close to that of the conventional EVD-precoded FTN signaling counterpart [14], which is highly complex but optimal in terms of an information rate.

II. PROPOSED REDUCED-COMPLEXITY FFT-SPREAD FTN SIGNALING WITH OPTIMAL POWER ALLOCATION

In this section, we propose novel reduced-complexity FFT-spread FTN signaling with optimal power allocation for a frequency-selective fading channel. The block diagram of the proposed FTN system is shown in Fig. 1. At the transmitter, information bits are modulated onto $N$-length complex-valued symbols $s = [s_0, \cdots, s_{N-1}]^T \in \mathbb{C}^N$, where $|E[s_k]^2| = \sigma_k^2$ ($k = 0, \cdots, N-1$), and $E[\cdot]$ is the expectation operation. Similar to conventional FTN signaling [8, 10], the $2\nu$-length CP symbols are added to the precoded symbols $x$ as follows:

$$x_{cp} = [x_{cp,0}, \cdots, x_{cp,N+2\nu-1}] \in \mathbb{C}^{N+2\nu}$$ (1)

$$= A_{cp}x$$ (2)

$$= A_{cp}Ps,$$ (3)

where

$$A_{cp} = \begin{bmatrix} 0_{2\nu \times (N-2\nu)} & I_{2\nu} \\ I_N & 0_{2\nu \times (N-2\nu)} \end{bmatrix} \in \mathbb{R}^{(N+2\nu) \times N},$$ (4)

and $0_{2\nu \times (N-2\nu)}$ denotes the $(2\nu \times (N-2\nu))$-sized zero matrix. Furthermore, $P \in \mathbb{C}^{N \times N}$ is a precoding matrix. The CP-added FTN signal $x_{cp}(t)$ is given by

$$x_{cp}(t) = \sum_n x_{cp,n} h(t-nT),$$ (5)

At the receiver, the received signal after matched-filtering is represented by

$$y_{cp}(t) = \sum_{l=0}^{L} \sum_n h_l x_{cp,n} g(t-(l+n)T) + \eta(t),$$ (6)

By removing the $2\nu$ samples associated with CP from the received sample block $y = [y_{cp}(0), y_{cp}(T), \cdots, y_{cp}(N+2\nu-1)]^T$, the $N$-length received block is obtained as

$$r = [r_0, \cdots, r_{N-1}]^T \in \mathbb{C}^N$$ (7)

$$= [y_{cp}(\nu T), \cdots, y_{cp}(N+\nu-1)T]^T$$ (8)

$$= R_{cp} G_{hN+2\nu} A_{cp} x + \eta,$$ (9)

where

$$R_{cp} = \begin{bmatrix} 0_{N \times \nu} & I_N \end{bmatrix} \in \mathbb{R}^{N \times (N+2\nu)},$$ (10)

while $G_{hN+2\nu}$ is the $(N+2\nu) \times (N+2\nu)$-sized ISI matrix whose $k$th-row and $n$th-column entry is given by

$$G_h(k, n) = \sum_{l=0}^{L-1} h_l g((k-l)T - (m+n)T).$$ (11)

Furthermore, by assuming the condition of

$$g(kT) = 0 \text{ for } |k| > \nu,$$ (12)

(9) is approximated by [8–10]

$$r \simeq G_c x + \eta,$$ (13)

where the matrix $G_c \in \mathbb{C}^{N \times N}$ is the circulant matrix whose EVD is given by

$$G_c = \Theta^H \Theta Q.$$ (14)

Furthermore, $Q \in \mathbb{C}^{N \times N}$ in (14) represents the normalized discrete Fourier transform (DFT) matrix whose $k$th-row and $m$th-column entry is given by $(1/\sqrt{N}) \exp[-2\pi j(k-1)(m+1)/N]$. Additionally, $\Theta = \text{diag}\{\theta_0, \cdots, \theta_{N-1}\}$ is a diagonal matrix having the diagonal elements calculated by the FFT of the first column of $G_c$ [8, 10].

A. Approximated Mutual Information

Mutual information between the received block $r$ and the transmit symbols $x$ is formulated by

$$I(x; r) = h_c(r) - h_c(r|x)$$ (15)

$$= h_c(r) - h_c(\eta),$$ (16)

where $h_c(\cdot)$ represents a differential entropy. The upper bounds of the differential entropies of $r$ and $\eta$ are given by [17]

$$h_c(r) \leq \log_2 \left((\pi e)^N \left|E[rr^H]\right|_{\text{det}}\right)$$ (17)

$$h_c(\eta) \leq \log_2 \left((\pi e)^N \left|E[\eta \eta^H]\right|_{\text{det}}\right),$$ (18)

where $|.|_{\text{det}}$ denotes the determinant operation. For an instantaneous fading channel, the covariance matrix of the received block is approximately given by

$$E[rr^H] \simeq E[(G_c x + \eta)(G_c x + \eta)^H]$$ (19)

$$= G_c E[x x^H] G_c^H + E[\eta \eta^H]$$ (20)

$$= G_c R_c G_c^H + N_0 G,$$ (21)

where we have $R_c = E[x x^H].$

As shown in [18], for the limit of $N \rightarrow \infty$, a banded
Toepplitz matrix $T \in \mathbb{C}^{N \times N}$, whose first column and first row are given by $[t_0, t_1, \ldots, t_m, 0, \ldots, 0]^T$ and $[t_0, t_{-1}, \ldots, t_m, 0, \ldots, 0]^T$, respectively, is asymptotically equivalent to a circulant matrix $C \in \mathbb{C}^{N \times N}$, having the first column of $[t_0, t_1, \ldots, t_m, 0, \ldots, 0, t_m, \ldots, t_1]^T$. Hence, by assuming sufficiently large $N$ and (12), the noise matrix $G$, having the Toeplitz structure, is approximated by a circulant matrix whose first column is given by $g = [g(0), g(T), \ldots, g(mT), 0, \ldots, 0, g((m-1)T), \ldots, g(T)]^T$ ($0 \leq m \leq \lfloor N/2 \rfloor$). In this paper, we assume the relationship of $m = \lfloor N/2 \rfloor - 1$. This allows us to factorize $G$ based on the FFT as follows:

$$G \simeq Q^H \Psi Q,$$  \hspace{1cm} (22)  

where we have $\Psi = \text{diag}[\psi_0, \ldots, \psi_{N-1}] \in \mathbb{R}^{N \times N}$, whose diagonal entries are given by the FFT of $g$.

Under the assumption of $1/(1 + \beta) < \tau \leq 1$, the upper bound of mutual information $I(x; r)$ is approximated by

$$I(x; r) \leq \log_2 \left( \frac{(\pi e)^N |E[rr^H]|}{(\pi e)^N |E[\eta \eta^H]|} \right)_{\text{det}} \tag{23}$$

$$\simeq \log_2 \left| I_N + \frac{1}{N_0} G_c R_c G_c^H G^{-1} \right|_{\text{det}} \tag{24}$$

$$\simeq \log_2 \left| I_N + \frac{1}{N_0} Q^H \Theta Q R_c Q^H \Psi^{-1} Q \right|_{\text{det}} \tag{25}$$

$$= \log_2 \left| I_N + \frac{1}{N_0} Q^H \Theta Q R_c Q^H \Psi^{-1} Q \right|_{\text{det}} \tag{26}$$

$$\simeq \log_2 \left| I_N + \frac{1}{N_0} \Psi^{-\frac{1}{2}} \Theta Q R_c Q^H \Psi^{-\frac{1}{2}} \right|_{\text{det}}, \tag{27}$$

$$\simeq \log_2 \left| I_N + \frac{1}{N_0} \Psi^{-\frac{1}{2}} \Theta Q R_c Q^H \Psi^{-\frac{1}{2}} \right|_{\text{det}}, \tag{28}$$

where the relationships of $|A|^{-1}_{\text{det}} = |A^{-1}|_{\text{det}}$ and $|I_N + AB|_{\text{det}} = |I_N + BA|_{\text{det}}$ are exploited.

Then, according to Hadamard’s inequality [17, 19], the upper bound of the approximated mutual information (28) is maximized when $\Psi^{-\frac{1}{2}} \Theta Q R_c Q^H \Psi^{-\frac{1}{2}}$ is a diagonal matrix, i.e., when $QR_c Q^H$ is a diagonal matrix. By letting $\Gamma = \text{diag}[\gamma_0, \ldots, \gamma_{N-1}] \in \mathbb{R}^{N \times N}$ be a real-valued diagonal matrix, (28) is maximized when the following equality holds:

$$QR_c Q^H = \sigma^2 \mathbf{I} \tag{29}$$

$$R_c = \sigma^2 Q^H \Gamma Q \tag{30}$$

$$\Leftrightarrow x = Q^H \Gamma^{\frac{1}{2}} s, \tag{31}$$

where we assume $E[ss^H] = \sigma^2 \mathbf{I}$. Hence, the precoding matrix to be optimized is rewritten by

$$P = Q^H \Gamma^{\frac{1}{2}} \tag{32}$$

By substituting (31) into (28), the upper bound of the approximated mutual information is maximized as follows:

$$I(x; y) \leq \log_2 \left| I_N + \frac{1}{N_0} \Psi^{-\frac{1}{2}} \Theta \Gamma \Theta^H \Psi^{-\frac{1}{2}} \right|_{\text{det}} \tag{33}$$

$$= \sum_{k=0}^{N-1} \log_2 \left( 1 + \frac{\sigma^2}{N_0} \gamma_k \phi_k^{-2} \right). \tag{34}$$

**B. Optimal Power Allocation**

The coefficients $\gamma_k$ are optimized to maximize the r.h.s of (34) based on the Lagrange multiplier method. The transmit energy of the CP-added symbols $x_{cp} = A_{cp} Q^H \Gamma^{\frac{1}{2}} s$ is calculated by [14]

$$E = E \left[ x_{cp}^H G_{N+2v} x_{cp} \right] \tag{35}$$

$$= E[tr \{x_{cp}^H G_{N+2v} x_{cp}\}] \tag{36}$$

$$= E[tr \{ G_{N+2v} x_{cp}^H x_{cp} \}] \tag{37}$$

$$= tr \{ G_{N+2v} A_{cp} Q^H \Gamma^{\frac{1}{2}} E[ss^H] \Gamma^{\frac{1}{2}} QA_{cp}^T \} \tag{38}$$

$$= \sigma^2 tr \{ G_{N+2v} A_{cp} Q^H \Gamma^{\frac{1}{2}} QA_{cp}^T \} \tag{39}$$

$$= \sigma^2 tr \{ \Gamma A_{cp}^T G_{N+2v} A_{cp} Q^H \} \tag{40}$$

$$= \sigma^2 tr \{ \Gamma \} \tag{41}$$

$$= \sigma^2 \sum_{k=0}^{N-1} \gamma_k \phi_k, \tag{42}$$

where

$$\Phi = QA_{cp}^T G_{N+2v} A_{cp} Q^H, \tag{43}$$
and $G_{N+2\nu} \in \mathbb{R}^{(N+2\nu) \times (N+2\nu)}$ represents the Toeplitz matrix whose first row and first column are given by $[g(0), g(-T), \cdots, g(-(N + 2\nu)T)]$ and $[g(0), g(T), \cdots, g((N + 2\nu)T)]^T$, respectively. Moreover, $\phi_k$ represents the $k$th diagonal element of $\Phi^1$ and $\text{tr}\{\cdot\}$ represents the trace operation. If the precoding matrix be $P = I_N$, the average transmit energy is given by [14]

$$E = N\sigma_s^2.$$  

(44)

To maintain the transmit energy per block to be unchanged regardless of $P$, the energy constraint of $E = N\sigma_s^2$ is imposed. With (44) and (42), we arrive at the energy constraint of

$$\sum_{k=0}^{N-1} \gamma_k \phi_k = N, \quad (45)$$

With (34) and (45), the Lagrange function is formulated by

$$J = \sum_{k=0}^{N-1} \log_2 \left( 1 + \frac{\sigma_s^2}{N_0} \gamma_k \phi_k^2 \psi_k^{-1} \right) - \alpha \left( \sum_{k=0}^{N-1} \gamma_k \phi_k - N \right), \quad (46)$$

where $\alpha$ is the Lagrange multiplier. To maximize (46), the following problem is solved [12]:

$$\frac{\partial J}{\partial \gamma_k} = 0, \text{ subject to } \gamma_k \geq 0. \quad (47)$$

Finally, the optimal coefficients $\gamma_k$ are given by

$$\gamma_k = \max \left( \frac{1}{\alpha \phi_k \ln 2} - \frac{\psi_k N_0}{\theta_s^2 \sigma_s^2} ; 0 \right), \quad (48)$$

which is calculated in the same manner as the classic water-filling algorithm [14, 20].

C. Detection Algorithm

In this section, the detection algorithm of the proposed FFT-spread FTN signaling scheme is presented. Let us set the weight matrix at the receiver to $W = Q$, and then the approximated received block is rewritten by

$$r_d \simeq QG_c x + Q\eta = QQ^H \Theta QQ^H \Gamma^2 s + \eta_l = \Theta \Gamma^2 s + \eta_l, \quad (51)$$

where $\eta_l = Q\eta$. The covariance matrix of the noise components $\eta_l$ is approximately calculated by

$$E[\eta_l \eta_l^H] = QQ^H \Theta QQ^H \Gamma^2 = N_0 QQ^H \Phi QQ^H = N_0 \Psi. \quad (52)$$

As shown in (51) and (55), the received block and the noise correlation matrix are approximately diagonalized. This allows us to carry out efficient sub-optimal symbol-by-symbol demodulation while reducing the effects of the correlated noises.

In the proposed FFT-spread FTN signaling, the matrix $G$ is approximated by $QQ^H \Phi Q$, where the approximation may cause the ill-conditioned problem for around the boundary of $\tau = 1/(1 + \beta)$. Our extensive simulations revealed that for $\tau = 1/(1 + \beta)$, the approximated eigenvalues may be negative, depending on $m$. To avoid this, in this paper, we impose further limitation on the packing ratio $\tau$, i.e., $1/(1 + \beta) + \delta \leq \tau \leq 1$, to ensure all the positive eigenvalues, where $\delta \in \mathbb{R}$ is a predefined small value. In our simulations, $\delta$ was set as 0.02.

In our proposed FFT-spread FTN signaling with optimal power allocation, the eigenvalues $\phi_k$ and $\phi$ are the FFT coefficients, while the multiplications of the precoding matrix $P = QH \Gamma^2$ and the weighting matrix $W = Q$ are efficiently computed by the IFFT and FFT, respectively. Furthermore, the power allocation coefficients (48) are computed by the order of $O(N)$. Thus, the computational complexity of the proposed FFT-spread FTN transceiver is given by $O(N \log N)$.

III. Simulation Results

In this section, we provide the simulation results to investigate the BER performance of the proposed FFT-spread FTN signaling scheme. We considered the frequency-selective Rayleigh block fading channel with the $L$-tap, and the channel coefficients $h_l$ were randomly generated according to the complex-valued Gaussian distribution of $CN(0, 1/L)$. The basic system parameters of $N = 1024$ and $\beta = 0.25$ were set throughout the simulations.

In our BER calculations, we considered the three-stage serially-concatenated turbo coding architecture of [14], where the half-rate recursive systematic coding (RSC) encoder having the constraint length of 2 and octal generator polynomial $(3, 2)$ was employed as the outer encoder, while the unity rate coding encoder was used as the inner encoder [21]. The number of outer decoding iteration and that of inner decoding iteration were set to 40 and 2, respectively [14]. Moreover, the target interleaver length was set to around 200000 bits. Similar to conventional EVD-precoded FTN signaling [14], the log-likelihood ratio (LLR) of the received symbols is efficiently calculated since the equivalent channel matrix and the noise covariance matrix are approximately diagonalized.

The transmission rate of the proposed half-rate turbo-encoded FFT-spread FTN signaling system is given by

$$R_t = \frac{1}{2} \cdot \frac{1}{2W(1 + \beta)} \cdot \frac{1}{(N + 2\nu)\tau T_0} \cdot \sum_{k=0}^{N-1} b_k \text{ [bps/Hz]}, \quad (56)$$

where the coefficient $1/2$ represents the coding rate of the RSC code, and $b_k$ denotes the number of bits assigned onto

\[1\] Note that $\Phi$ is calculated offline since the matrices $Q, A_{cp}$, and $G_{N+2\nu}$ do not include channel state information (CSI), hence known in advance of transmission.

\[2\] Similar to [14], multiple transmit blocks having the $N$ symbols were concatenated by ignoring the detrimental IBI effects for simplicity.
the BER curves of Nyquist signaling counterpart, and the proposed FTN scheme achieved better BER performance, where the gap decreased upon increasing the transmission rate. More specifically, the gaps were 0.9 dB and 0.4 dB for $R = 1$ and 2, respectively.

Furthermore, Fig. 4 shows the BER comparisons between the proposed scheme with and without optimal power allocation, the EVD-precoded FTN signaling scheme with optimal power allocation [14], and the open-loop SoD-FDE-aided FTN signaling scheme with soft cancellation [10]. Note that the computational complexity in the proposed scheme is as low as $O(N \log N)$, while those of the EVD-precoded FTN signaling scheme and the open-loop SoD-FDE-aided FTN signaling scheme with soft cancellation are $O(N^3)$ and $O(N^2)$, respectively. The system parameters were set to $\tau = 0.82$, $L = 20$, and $\nu = 30$. The target transmission rate was set to $R_t = 0.461$ for each scheme. In Fig. 4, it was observed that the proposed scheme with optimal power allocation outperformed two other open-loop schemes, i.e., SoD-FDE-aided unprecoded FTN signaling scheme [10] and the proposed FTN scheme without power allocation, where the associated performance gaps were 2.1 dB and 3.2 dB, respectively. Naturally, the EVD-precoded FTN signaling with optimal power allocation [14] exhibited the best performance owing to the optimality in terms of an achievable information rate, which is achieved at the cost of prohibitively high computational complexity. The penalty of the proposed scheme with optimal power allocation over

### Table 1: Bit-Loading Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_k$</td>
<td>0</td>
</tr>
<tr>
<td>$g_k$</td>
<td>1</td>
</tr>
</tbody>
</table>

In our simulations, binary phase-shift keying (BPSK) was used for all the activated symbols. Then, quadrature PSK (QPSK) was used to replace the BPSK-modulated symbols from the first activated symbol to the last one until the target transmission rate was achieved. The same operation was repeated using 16-point quadrature amplitude modulation (QAM), 64-QAM, 256-QAM, and 1024-QAM until the target transmission rate was achieved.

### Figure 2: BER Performance

![Fig. 2. BER performance of the proposed FTN signaling scheme with optimal power allocation. The roll-off factor was fixed to $\beta = 0.25$, while the packing ratio was given by $\tau = 0.9$ and 0.82. The other system parameters were set to $N = 1024$, $L = 20$, and $\nu = 30$, and the target transmission rate was set to $R_t = 1$ and 2.](image)

### Figure 3: BER Performance

![Fig. 3. BER performance of the proposed FTN signaling schemes with and without optimal power allocation. The system parameters were set to $\beta = 0.25$, $\tau = 0.9$, $N = 1024$, $L = 20$, and $\nu = 30$. The target transmission rate was set to $R_t = 1$ and 2.](image)
the EVD-precoded FTN signaling scheme with optimal power allocation [14] is imposed due to the circulant matrix approximation and the power penalty caused by the CP insertion. Note that a sufficiently long guard interval has to be added for the EVD-precoded FTN signaling benchmark [14] to eliminate the detrimental IBI effects, while it was ignored in our simulations.

IV. CONCLUSIONS

In this paper, we proposed the novel reduced-complexity FFT-spread FTN signaling with optimal power allocation for a frequency-selective fading channel. Under the circulant matrix approximation of the equivalent channel matrix and the noise covariance matrix, the approximated information rate of the proposed scheme was formulated. Then, the optimal power allocation coefficients were derived by maximizing the approximated information rate. Our simulation results demonstrated that the proposed FTN signaling scheme achieved the BER performance close to the EVD-precoded FTN signaling bound, which is optimal in terms of an information rate while reducing the transceiver’s computational complexity imposed by the calculations of precoding and weighting matrices.
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